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Abstract 
 

Using a combination of dynamical and statistical downscaling techniques, we produced 2-km-

resolution future projections of snowfall in the Los Angeles region for the mid-21st-century 

(2041–2060) and end-of-21st-century (2081–2100). Projections from both time periods were 

compared to a validated simulation of a baseline period (1981–2000) to measure snowfall 

change. We examined outcomes associated with two emissions scenarios: a "business-as-usual" 

scenario (RCP8.5) and a "mitigation" scenario (RCP2.6). Output from all available global 

models in the recently generated CMIP5 archive was downscaled. We found that by mid-

century, the mountainous areas in the Los Angeles region are likely to receive substantially less 

snowfall than in the baseline period. In RCP8.5, 58% of the snowfall is likely to persist, while in 

RCP2.6, the likely amount remaining is somewhat higher (69%). By end-of-century, however, 

the two scenarios diverge significantly. In RCP8.5, snowfall sees a dramatic further reduction, 

with only about a third of baseline snowfall persisting. For RCP2.6, snowfall sees only a 

negligible further reduction from mid-century. Due to significant differences in climate change 

outcomes across the global models, these numbers are associated with uncertainty, in the range 

of 15–30 percentage points. For both scenarios and both time slices, the snowfall loss is 

consistently greatest at low elevations, and the lower-lying mountain ranges are somewhat more 

vulnerable to snowfall loss. The similarity in the two scenarios' most likely snowfall outcomes at 

mid-century illustrates the inevitability of climate change in the coming decades, no matter what 

mitigation measures are taken. Their stark contrast at century's end reveals that reduction of 

greenhouse gas emissions will help avoid a dramatic loss of snowfall by the end of the century. 

In other words, the benefits of climate change mitigation measures do eventually materialize, but 

decades into the future.  
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1 Background 

1.1 About This Project 
The greater Los Angeles area is home to nearly 18.1 million people, who together account for 

nearly $755 billion in economic activity every year (U.S. Metro Economies – Outlook – Gross 

Metropolitan Product, and Critical Role of Transportation Infrastructure, 2012). The Los Angeles 

region has a complex geomorphology and climate system that is highly variable across the 

landscape, making it difficult to infer local implications of global climate change estimates. It is 

therefore critical to assess climate change in the region and determine its impacts at space and 

time scales relevant for municipal planning and policymaking. The “Climate Change in the Los 

Angeles Region” project is meant to facilitate this assessment activity, and provide a quantitative 

foundation for a regional action plan in the areas of climate change adaptation and mitigation. 

The project relies on output from publicly available global climate change simulations. These 

simulations are state-of-the-art, but because they are global, their resolution (roughly 200 km 

[124 miles] on average) is too coarse to provide meaningful information about climate change at 

the regional scales of interest for this project. Therefore, we undertook additional high-resolution 

simulations to regionalize the climate change signals implicit in current global simulations. This 

particular study focuses on the changes in snowfall in the greater Los Angeles region. Other 

critical aspects of climate change in the region, including those related to temperature, 

precipitation, surface hydrology, and Santa Ana winds, are presented in companion studies. The 

first study in this project, Mid-Century Warming in the Los Angeles Region, was released in June 

2012. 

 

1.2 Climate Change and Snow Reduction 
Streamflow from mountain snow is one of the critical water resources for California. The natural 

reservoir that snow provides is important for water supply management and planning. Snowpack 

may be substantially reduced with climate change due to increases in atmospheric greenhouse 

gas concentrations. This reduction may occur due to both a conversion of precipitation from 

snow to rain, resulting in less snowfall, and an acceleration of snowmelt processes, resulting in a 

shorter residence time of snow on the ground. There have been many studies documenting 

snowpack changes during the past decades, and assessing impacts of global and regional 

warming on snowpack (Barnett et al. 2008, Kapnick and Hall 2010). Meanwhile, several 

observational and numerical modeling studies have investigated the potential effects of projected 
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warming on the snowpack of the Sierra Nevada (e.g., Howat and Tulaczyk 2005, Mote et al. 

2005, Mote 2006, Kapnick and Hall 2010, Pavelsky et al. 2011) and other mountainous regions 

in the Western United States (Bales et al. 2006, Knowles and Cayan 2002, Kim et al. 2002, 

Snyder et al. 2004, Kapnick and Hall 2012, Pierce and Cayan 2012). Few studies have focused 

on snow variability and change in Southern California. Using a combination of dynamical and 

statistical downscaling techniques to produce high-resolution regional climate reconstructions 

and projections, this study quantifies the sensitivity of snowfall to temperature in mountain 

regions surrounding the Los Angeles metropolitan area and projects future snowfall changes in 

the region at the middle and end of the 21st century. The main subject of this study is the change 

in the amount of snow falling in the region, rather than the acceleration of snowmelt due to a 

warming climate. We address the net effect of changes in snowfall and snowmelt on snowpack in 

the conclusion. 

 

2 The Global Climate Simulations 
The global climate model simulations noted above are widely used for understanding and 

projecting future global climate change resulting from increases in atmospheric concentrations of 

greenhouse gases and other factors affecting the planet’s energy balance. We rely on a recently 

released data archive of coordinated global climate change experiments, known as the Fifth 

Coupled Model Intercomparison Project (CMIP5). CMIP5 contains output from dozens of state-

of-the-art global climate models (“general circulation models” or GCMs) developed at leading 

climate research centers around the world. This data set allows the scientific community to 

address outstanding questions surrounding climate change. It also forms the basis of the 

forthcoming Fifth Assessment Report (AR5) of the United Nations Intergovernmental Panel on 

Climate Change (IPCC). CMIP5 provides a multi-model context for understanding the 

relationship between factors affecting the planet’s energy balance and climate change. It also 

provides a range of climate responses across the different GCMs under multiple greenhouse gas 

emissions scenarios (Taylor et al. 2009). 

A set of future emissions scenarios known as Representative Concentration Pathways 

(RCPs) has been adopted by the organizers of the CMIP5 archive (Moss et al. 2008, 

Meinshausen et al. 2011). Four RCPs have been developed: RCP2.6, RCP4.5, RCP6, and 

RCP8.5. The names of the scenarios correspond to the approximate radiative forcing (the 

globally averaged change to the planet's energy balance) they would produce at the end of the 
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21st century (2.6, 4.5, 6.0, and 8.5 watts per square meter [W/m2], respectively). The radiative 

forcing up to the year 2100 is shown in Fig. 1a for each scenario, with the historical forcing also 

shown up to the year 2005. RCP2.6 is representative of a “mitigation” scenario in which 

greenhouse gas emissions peak roughly within the next two decades and then decline steadily. 

The resulting carbon dioxide (CO2) equivalent concentrations, encompassing the net effect of all 

anthropogenic forcing agents,1 reach a maximum level of approximately 460 parts per million by 

volume (ppmv) around 2050 and decline thereafter to approximately 420 ppmv by 2100 (Fig. 

1b). Total radiative forcing relative to pre-industrial levels peaks at about 3 W/m2 in the middle 

of the 21st century and declines to 2.6 W/m2 by 2100. In contrast to RCP2.6, RCP8.5 represents 

a “business as usual” scenario, in which greenhouse gas emissions continue to increase 

throughout the 21st century. The result is a total radiative forcing of 8.5 W/m2 and CO2-

equivalent concentrations greater than 1200 ppmv by 2100. While RCP8.5 is the most aggressive 

emissions scenario, it corresponds most closely with emission trends over the past decade. 

Between the “mitigation” scenario of RCP2.6 and the “business as usual” scenario of RCP8.5 are 

two “stabilization” scenarios, RCP4.5 and RCP6. In this study, however, we focus on the climate 

response to the two scenarios at either extreme, i.e., RCP8.5 and RCP2.6, to approximately 

sample the full range of climate outcomes associated with potential future emissions, without 

having to downscale output (or show results) from all four emissions scenarios. 

The response of global-mean surface air temperature to the RCP2.6 and RCP8.5 

scenarios seen in the CMIP5 GCMs is shown in Fig. 1c. (Table 1 summarizes the available 

global climate models used in this study from the CMIP5 archive.) For both scenarios, there are 

clearly significant model-to-model differences in the warming response over the course of the 

21st century. The variations arise principally from differences in the GCMs’ spatial resolutions 

and physical parameterizations. The resolution of GCMs varies, ranging from ~100 to ~300 km. 

These parameterizations are formulated at the various modeling centers, and they represent 

processes occurring at scales smaller than the GCM grid scale, especially those associated with 

cloud cover, the atmospheric boundary layer schemes, and oceanic eddies. Thus the set of lines 

for each scenario seen in Fig. 1c approximately represent the range of warming outcomes 

associated with the various ways of constructing a physically-based climate model. For this 

reason, we interpret the range of outcomes as the climate change uncertainty associated with a 

given emissions scenario. We also interpret the average response of all the GCMs for a given 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1	  Anthropogenic	  factors	  that	  influence	  radiative	  forcing	  include	  changes	  in	  greenhouse	  gas	  concentrations,	  
aerosols, ozone, and land use (e.g., deforestation).	  
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emissions scenario (the “ensemble mean”) as the most likely outcome for that scenario. This 

assumes the GCMs randomly sample the uncertainty space associated with the simulated 

response to anthropogenic forcing. This is the same approach to likelihood and climate change 

uncertainty quantification used in previous IPCC reports (Meehl et al. 2007) and to be used by 

the IPCC-AR5. 

We focus on three time periods in this study: a “baseline” (1981–2000), a "mid-century" 

(2041–2060), and an "end-of-century" (2081–2100). These three periods are shaded in Fig. 1. 

Climate change is quantified by comparing the mid-century and end-of-century climate states 

with the baseline climate state. At mid-century, the least sensitive GCMs show about as much 

warming under the RCP8.5 scenario as the most sensitive ones under RCP2.6 (see Fig. 1c), and 

thus there is an overlap in the two scenarios' uncertainty ranges. It is not until the latter third of 

the century that the range of simulated climate change associated with RCP8.5 becomes entirely 

distinct from that associated with RCP2.6. In Part I of this project, which assessed temperature 

changes in the Los Angeles region, we focused on the mid-century time period because it is far 

enough in the future to allow for unambiguous climate change signals but still within a time 

horizon pertinent to the interests of policymakers and local stakeholders. When we downscaled 

the GCMs to the Los Angeles region, we found the two scenarios behave the same way locally as 

they do globally, with a large overlap in their uncertainty ranges. In this study, we add the end-

of-century time period because this is where we expect regional climate outcomes associated 

with RCP 8.5 and RCP2.6 to diverge. Assessing the differences will allow policymakers and the 

public to evaluate outcomes with and without global mitigation efforts and understand the 

longer-term implications of each scenario. As a frame of reference: a child born today in the 

United States with an average life expectancy will live to experience this end-of-century climate. 

 

3 The Need for Dynamical and Statistical Downscaling 
The typical resolution of current GCMs (~200 km, see Table 1) is too coarse to accurately 

characterize climate variability and change at a local scale in the Los Angeles region, with 

complex topography and meandering coastlines. GCMs calculate climate over a patchwork of 

grid cells that blanket the globe. The resolution of a climate model refers to the length of a side 

of each grid cell. A 200-km-resolution GCM thus produces climate output that is averaged over 

grid cells of 40,000 km2. This leads to the smoothing and leveling of mountains and reduction of 

meandering coastlines to straight lines. Because of their relatively coarse resolution, GCMs 
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simulate regional-scale climate dynamics poorly, including local circulations shaped by 

topography, land-sea breezes and mountain/valley circulation systems, and orographic 

precipitation. The topography is the surface shape and features of terrains. The local topography 

plays an important role in shaping the local circulation and climate. For example, the orographic 

precipitation is generated mainly by a forced upward movement of the moist air upon 

encountering a mountain. All of these phenomena have significant manifestations in the Los 

Angeles region. Indeed, previous studies have confirmed that taking into account climate 

processes with spatial scales of a few km is important for simulating and understanding current 

climate variability in the region and in the rest of the state of California (e.g., Cayan 1996, Conil 

and Hall 2006, Hughes et al. 2007, Lundquist and Cayan 2007, Cayan et al. 2008, Hughes et al. 

2009). 

To obtain reliable climate change information at the regional scale, we employ both 

dynamical and statistical techniques to downscale the relatively coarse-resolution climate 

information from GCMs to much finer spatial scales. "Dynamical downscaling" refers to the use 

of regional numerical models to solve the equations of the atmosphere (and, in some cases, the 

ocean) over a limited area at high resolution, typically a few to tens of km. Apart from their 

regional focus and higher resolution, these models are very similar to GCMs. The regional 

models are typically driven by coarse-resolution GCM output or reanalysis data along the 

boundaries. This allows for simulations of fine-scale physical processes that are consistent with 

the atmospheric evolution encoded in the larger-scale data product. Dynamical downscaling has 

been widely applied over many regions to examine a range of climate change impacts (Leung 

and Ghan 1999, Giorgi et al. 2001, Wang et al. 2004, Chin 2008). This approach has already 

proven valuable in providing information on California climate change, including impacts on 

temperature, snowpack, and the hydrologic cycle (Leung et al. 2003, Cayan et al. 2008, Caldwell 

et al. 2009, Qian et al. 2010, Pan et al. 2011). The other downscaling technique we use—

statistical downscaling—relies on empirical mathematical relationships between known climate 

predictors and climate variables of interest at the regional scale. These relationships are then 

used to project regional climate change given the change in the climate predictors (von Storch et 

al. 1993, Wilby et al. 2004). 

The main advantage of dynamical downscaling is that the regional numerical model 

produces a climate change response driven purely by its own internal dynamics and the provided 

boundary conditions. Unlike a climate response produced by statistical downscaling, a 

dynamically downscaled response is not predetermined by any assumptions about the 
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relationship between regional climate and climate at larger scales. However, this benefit of 

dynamical downscaling must be balanced against its very high computational cost. Generally, a 

regional climate change simulation will require several months of computer time. Since it is 

highly impractical to dynamically downscale every global climate model forced by each 

emissions scenario, it is nearly impossible to fully characterize climate change uncertainty with 

dynamical techniques alone. For this reason, we employed statistical techniques, which have the 

advantage of negligible computational costs, in conjunction with dynamical downscaling. The 

basic idea was to undertake dynamical downscaling for a small representative sample of GCMs 

forced by a single emissions scenario (RCP8.5) for the mid-century time slice. Then we 

developed a statistical model that projects regional snowfall change independently of those 

simulations. We proved the statistical model is accurate by comparing its predictions to those of 

the dynamical downscaling simulations. Finally, we applied the remaining GCMs' parameters to 

the validated statistical model to project regional snowfall change for the remaining GCMs 

without dynamical downscaling.  The statistical model could also be applied to project snowfall 

for other time slices and other emissions scenarios. 

Combining dynamical and statistical downscaling techniques in this way allows us to 

incorporate the most important dynamical processes shaping regional snowfall change and 

quantify most likely outcomes and approximate uncertainties associated with the various global 

climate projections and the two emissions scenarios. 

 

4 Dynamical Downscaling Methods 

4.1 Simulations 
To perform the dynamical downscaling, we used the Weather Research and Forecasting Model 

(WRF; Skamarock et al., 2008) version 3.2. For details on WRF and the dynamical downscaling 

technique, the reader is referred to Part I of the "Climate Change in Los Angeles Region" project 

(Hall et al., 2012). Fig. 2 shows a blow-up of the topography and coastlines for the innermost 

domain of the WRF configuration we used, covering the Los Angeles region, at its native 2-km 

resolution. The main features of both the topography and coastlines are represented well at this 

resolution.  

Using this model configuration, we performed a “baseline” simulation whose purpose is 

two-fold: (1) to validate the model’s ability to simulate regional climate (in this case, snowfall 

distributions), and (2) to provide a baseline climate state against which future climate simulations 
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could be compared. This simulation is a dynamical downscaling of a publicly available, 32-km 

resolution data archive of the weather and climate variations over North America during the 

baseline period (1981–2000). The simulation is designed to reconstruct, at 2-km resolution, the 

actual regional weather and climate variations that occurred during this time period, and its 

output can be compared with available observations for model validation purposes. The coarse-

resolution archive used to force the regional model is the National Centers for Environmental 

Prediction 3-hourly North America Regional Reanalysis (NARR) data. This dataset provides 

lateral boundary conditions at the outer boundaries of the outermost domain (see Fig. 2 in our 

Part I study). It also provides surface boundary conditions over the ocean (i.e., sea surface 

temperature). 

Using the same model configuration, we also performed a series of dynamical 

downscaling experiments whose purpose is to simulate regional climate states associated with 

five GCM simulations during the mid-century period (2041–2060). The output of these 

experiments can be compared with the baseline simulation to measure simulated regional climate 

change. The global models we chose are NCAR Community Climate System Model version 4 

(CCSM4; Gent et al. 2011), the NOAA Geophysical Fluid Dynamics Laboratory Climate Model 

3 (GFDL-CM3; Donner et al. 2012), the Centre National de Recherches Meteorologiques 

Climate Model 5 (CNRM-CM5, Voldoire et al. 2012), the AORI (U. Tokyo), NIES, and 

JAMSTEC Atmospheric Chemistry Coupled MIROC Earth System Model (MIROC-ESM-

CHEM; Watanabe et al., 2011), and Max Planck Institute for Meteorology Low Resolution Earth 

System Model (MPI-ESM-LR; Brovkin et al.). As shown in our Part I temperature study, the 

warming response in CNRM-CM5 is similar to CCSM4, showing lower sensitivity to 

greenhouse gas emissions (i.e., less warming). GFDL-CM3 and MIROC-ESM-CHEM show 

higher sensitivity (i.e., more warming), whereas MPI-ESM-LR shows moderate sensitivity. In 

terms of their warming, these models very roughly span the full CMIP5 ensemble. 

To produce future climate boundary conditions for the regional model, we quantified the 

differences in GCM monthly climatology between the mid-century and baseline periods. These 

differences are the climate change signals of interest that develop in the GCM simulation. All 

variables were included in this calculation of the climate change signal (i.e., 3-dimensional 

atmospheric variables such as temperature, relative humidity, zonal and meridional winds, and 

geopotential height and 2-dimensional surface variables such as temperature, relative humidity, 

winds and pressure). On a monthly varying basis, we added these climate change signals to the 

NARR reanalysis data corresponding to the baseline period. Thus, we perturbed the NARR 
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baseline data with climate change signals provided by the GCM. This technique has been used to 

downscale global warming signals to regional scales at other regions (e.g., Sato et al., 2007, Hara 

et al., 2008, Kawase et al., 2009 and Rasmussen et al., 2011). We used this perturbed NARR data 

to construct the boundary conditions imposed on the outermost domain of the regional model. 

The resulting simulation could then be compared directly with the baseline regional simulation to 

assess the impact of the GCM climate change signals when they are downscaled. CO2 levels 

were also increased in WRF to match the changes in CO2-equivalent radiative forcing in the 

RCP8.5 scenario averaged over the mid-century period compared to the baseline. 

Fig. 3 presents the baseline dynamically downscaled spatial distributions of snowfall over 

the Los Angeles region for the region's wet months (November to April). The values are the 

climatological means over the entire baseline period (1981–2000). January, February, and March 

see the largest snowfall for most areas and have the largest spatial extent of snowfall. These three 

months account for more than half of the annual snowfall across the region. Snowfall is mainly 

found in mountain regions, at elevations of 4000 feet and higher (see Fig. 3). It generally follows 

the topography, increasing with elevation, with larger amounts on the coastward-facing side of 

the ranges. Note that in high-elevation desert regions (e.g., the Mojave Desert), some snowfall is 

simulated, but the climatological value is negligible, less than 0.5 inches per month (not shown 

in colorbar). Such a tiny amount of snow would probably not survive long enough on the ground 

to lead to any substantial accumulation, especially when the surface air temperature is not cold 

enough. Snowfall greater than 10 inches per month is seen in high-elevation mountain regions 

(6000 feet and higher), including the southern rim of the Sierra Nevada Mountains and the 

Tehachapi, San Emigdio, San Gabriel, San Bernardino, and San Jacinto Mountains. At the peaks 

of the mountain ranges, monthly accumulated snowfall can reach more than 40 inches per month 

in January, February, and March. 

 

4.2 Validation of the Baseline Snowfall Simulation 
In this section, we validate the dynamical model’s capacity to reproduce the snowfall 

climatology and its temporal and spatial variations. We do this by comparing the 2-km high-

resolution baseline simulation with in-situ snowfall measurements. The observational data were 

obtained from the Western Regional Climate Center (WRCC), which collects monthly climate 

data from the National Weather Service (NWS) Cooperative Observer Program (COOP). The 

NWS-COOP is the United States' weather and climate observing network, consisting of more 
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than 11,000 sites run by well-trained and organized volunteers taking climate observations in 

urban and suburban areas and National Parks and on farms, seashores, and mountaintops. These 

data have been processed by WRCC and quality-controlled. 

We evaluated the data from each NWS-COOP station within the 2-km WRF domain. At 

most stations, no snowfall has been recorded, so these locations were excluded. We selected 

from the remaining stations on the basis of several criteria. First, the station must have snowfall 

data available for a period covering at least 75% of the baseline period. Second, the number of 

days in each month with missing data should not be greater than 5 days. Finally, the sites should 

be representative of the distribution of mountain regions within our 2-km WRF domain. Four 

stations met these criteria: Big Bear Lake and Lake Arrowhead in the San Bernardino 

Mountains, Idyllwild in the San Jacinto Mountains, and Tehachapi in the Tehachapi Mountains. 

Table 2 summarizes the identifying information associated with each observational station, 

including COOP ID, location, elevation, and period of available data. All four stations are in 

mountain regions, varying in elevation and in the length and completeness of the observational 

snowfall record. The first three stations have records covering the whole baseline period. 

Tehachapi's records cover only the first 16 years, but that is long enough for both climatology 

and interannual variability assessment. At these four stations, individual months are not used for 

monthly statistics if more than 5 days are missing, and individual years are not used for annual 

statistics if any month in that year has more than 5 days missing. 

Aside from missing data, there are factors affecting the quality of the observations. 

Snowfall is usually measured with a gauge that collects fallen snow; resulting accumulations are 

measured periodically. Snow gauges should be shielded from wind exposure so that wind does 

not blow snow away from the gauge or into the gauge from other locations. In practice, some 

snow gauges are not shielded. If measurements are reported from areas with open exposure to 

strong winds or from time periods with strong winds, it is very difficult to relate them to the 

original snow that fell at the measurement site (Pomeroy and Brun 2001, Meyer et al., 2012). It 

is possible that the observed snowfall data we use could be contaminated by wind blowing and 

drifting. The quality of observational snowfall data also depends on the inherent accuracy of the 

measurement, and proper recording of the measurement timing (Judson and Doesken 2000). 

There are two respects in which it is not straightforward to compare observed and 

simulated snowpack data. First, the model grid cells in the vicinity of a measurement station may 

not be at the exact elevation as the measurement station. Because of the strong dependence of 

snowfall on elevation, this can lead to a slight artificial mismatch between observed and 
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simulated data. To minimize this issue, of the five model grid cells nearest each station, we 

selected the model grid cell whose elevation is in closest agreement with that of the station for 

validation. Second, the model produces snowfall in terms of snow liquid water equivalent. For 

comparison to observations, this value must be converted to snow depth by assuming a density of 

freshly fallen snow. Unfortunately this number is not measured, and so we are forced to assume 

it is constant. In reality, it varies widely by location, meteorological condition, crystal size, 

crystal shape, degree of riming, and other snow metamorphosis processes, from 10 to 500 kg/m3 

(e.g., Judson and Doesken, 2000; Pomeroy and Brun 2001, Roebber et al. 2003, Baxter et al. 

2005, Kay 2006). The most common values are between 60 and 100 kg/m3 (Judson and Doesken 

2000). In this study, we use the value suggested by Baxter et al. (2005): 80 kg/m3. These two 

inherent barriers to straightforward comparison of observed and simulated data, together with the 

substantial observational data quality issues noted above, mean that disagreement between 

observed and simulated snowfall is not necessarily an indication of an unrealistic simulation. 

With these difficulties in the background we present validation results, focusing on the 

climatological seasonal cycle and interannual variability. Fig. 4a compares monthly 

climatological snowfall for observational sites with that simulated by the model. Examining one 

location at a time (i.e., circles of the same color), it is clear that the model's seasonal cycle of 

snowfall is consistent with the observations for each location. For each station, the simulated and 

observed values are extremely well-correlated, with an average correlation of 0.95. In addition, 

the model also accurately simulates the spatial variations in climatological snowfall. This can be 

seen by examining the wet months (i.e., the larger snowfall values for each location). The 

simulated climatological snowfall values track their observed counterparts across the region 

closely. For example, in both model and observations, Big Bear Lake shows the greatest 

snowfall, followed by Idyllwild, Lake Arrowhead, and Tehachapi. Overall, Fig. 4a demonstrates 

that the model reproduces the climatological variations in snowfall in space and across the 

seasonal cycle extremely well. The overall correlation of the data points in Fig. 4a, providing a 

combined validation of the model's climatological seasonal and spatial snowfall variations, is 

greater than 0.96. 

Fig. 4b is similar to Fig. 4a, showing interannual snowfall variability instead of monthly 

snowfall. It compares the annual accumulated (from September to August the following year) 

simulated snowfall to observations for each location for all years in the baseline period with 

available data. The year-to-year observed snowfall variations at each location are reasonably 

well captured by the model simulation. For each station, the simulated and observed values are 
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significantly correlated, with an average correlation of 0.58. The overall correlation of the data 

points in Fig. 4b is 0.82, providing a combined validation of the spatial and interannual snowfall 

variability. The fact that this number is higher than the correlations associated with any 

individual location is an indication that the model captures spatial variability somewhat better 

than temporal variability. 

Fig. 4 shows that the dynamical model simulates the temporal and spatial variations in 

baseline snowfall with reasonable accuracy at specific mountain locations where reliable 

observational data are available. It is likely the agreement would be even better were it not for 

the inherent difficulties in comparing observed and simulated snowfall data, and the 

observational data quality issues noted above. Based on this evidence, it is very likely that the 

model is able to reproduce the temporal and spatial snowfall variations across the whole domain, 

even in very high mountain regions where there is substantial snowfall but observations are 

sparse or unavailable. 

 

5 Statistical Downscaling Methods 

5.1 Development of a Statistical Model 
As noted in Section 3, developing a statistical model allows us to downscale the remaining 

GCMs, and other scenarios, and other time periods of interest much more efficiently than 

dynamical downscaling. In this case, the statistical model is built on the mathematical 

relationships between snowfall and cold extremes in the dynamically downscaled baseline 

simulation. We applied linear regression analysis to baseline simulated snowfall and temperature 

on the coldest day of the month to estimate the sensitivity of snowfall to cold extremes. Then we 

combined this sensitivity with temperature projections from Part I of this project to produce 

snowfall projections for the future. This concept of sensitivity of snowfall to minimum 

temperature can be expressed in the following equation: 

 ! =    !"
!"!"#

  !!"# + !	  	  

Here dS ⁄ dTmin is the sensitivity of snowfall to minimum temperature. S is accumulated snowfall 

for each month, Tmin is the minimum monthly surface air temperature, defined as the lowest 

daily-mean temperature of each month, and B is the intercept. 

 We expect the sensitivity of snowfall to temperature to vary by elevation and season. To 

determine dS / dTmin for each elevation and month, we first binned all the elevations in 250-foot 
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increments. Then, for all the grid cells lying in each bin, we averaged the snowfall for each 

month. Similar to snowfall calculation, we also averaged the surface air temperature 

corresponding to the coldest day of the month over the same area. Thus we obtained year-to-year 

time series for snowfall and minimum temperature for each month and elevation bin. We then 

constructed a best-fit linear regression model for each month and elevation. Fig. 5 shows scatter 

plots of the averaged snowfall values against minimum surface air temperature in a sample 

elevation bin (5750–6000 feet) for each wet month. The best-fit regression lines are also 

presented. The fit of the regression for each month is very good (correlation coefficients [r] 

range from -0.61 to -0.84). Thus, minimum temperature is a powerful predictor of snowfall in the 

baseline climate, which bodes well for our use of this variable to predict future snowfall knowing 

temperature alone. The slopes of the regression lines yield a sensitivity of snowfall change for a 

1°F Tmin anomaly. For example, in February, every 1°F increase in Tmin is associated with a 1.00-

inch/month reduction in snowfall, whereas in March, the sensitivity is as high as 1.70 

inches/month of reduction per 1 �F increase. This illustrates the seasonally varying nature of the 

snowfall sensitivity parameter. 

To produce a future snowfall projection for a particular grid cell, a particular month, and 

a particular GCM, we multiplied the snowfall sensitivity parameter for that particular grid cell 

and that particular month by the change in minimum surface air temperature for that particular 

month: 

∆! =    !"
!"!"#

  ∆!!"#	  	  

We calculated ∆Tmin from the warming projections presented in Part I of our project. Note that 

for the purposes of this calculation, we assumed that Tmin increases by the same amount as the 

monthly mean temperatures provided in the Part I study.  

 

5.2 Validation of the Statistical Model 
In this section, we validate the statistical model by comparing its predictions of future snowfall 

change against those of the dynamical downscaling experiments. We first present the 

performance of the statistical model in projecting the future change in the full seasonal cycle of 

snowfall for a single downscaled GCM: CCSM4. Then we present validation results for the other 

dynamically downscaled GCMs, but to be concise, we do so for annual accumulated snowfall 

only.  
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Fig. 6 shows the statistically downscaled mid-21st-century seasonal cycles of snowfall 

under the RCP8.5 scenario and the corresponding dynamically downscaled results for CCSM4. 

Data are shown for 4000 (3750–4000 feet bin), 6000 (5750–6000 feet bin), and 8000 (7750–

8000 feet bin) feet to represent low, middle, and high elevations within the domain. Examining 

first the dynamically downscaled results (red lines), there are clearly significant snowfall 

reductions relative to the baseline in all the elevations through all the wet months. Comparing the 

red and blue lines, the statistical model reproduces the dynamical model's changes in the 

snowfall seasonal cycle at all three elevations with an error of only a few percent for nearly all 

the months. 

Fig. 7 shows a comparison of statistically and dynamically downscaled results for annual 

accumulation, for all five dynamically downscaled models. We first binned all elevations in 250-

foot increments, and then calculated the average of annual accumulated snowfall (from 

September to August of the next year) for each elevation bin. The statistical model tracks the 

dynamical downscaling results to within a few percent at most elevations (blue and red lines). A 

comparison of the dynamically and statistically based estimates of snowfall loss (i.e., the 

difference between the black and red, and black and blue lines) shows that the dynamically 

predicted snowfall loss is generally captured to within 5–10% by the statistical model. Fig. 7 

demonstrates that the statistical model accurately predicts future snowfall loss seen in the 

dynamically downscaled simulations at all elevations. This gives us confidence that we can use 

the statistical model, along with the temperature change projections from our Part I study, to 

project snowfall change for the other GCMs, for both emissions scenarios, and for the end-of-

century time slice. 

As discussed in Section 5.1, the statistical model is based purely on a sensitivity of 

snowfall to minimum temperature. However, snowfall ought to be sensitive to precipitation 

variations as well, and precipitation does change in all five future dynamical downscaling 

simulations. In Appendix I, we confirm that the change in temperature, rather than precipitation, 

is by far the dominant control on simulated future snowfall changes. 
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6 Results 
As shown in Fig. 1, all GCMs show significant global warming between mid-century and end-of-

century time periods in the RCP 8.5 scenario, and the range of global warming outcomes 

associated with RCP8.5 becomes entirely distinct from that associated with RCP2.6 toward the 

end of the 21st century. Under the RCP2.6 scenario, on the other hand, surface warming is 

stabilized at the end of the century, and there is even a slight cooling compared with mid-century 

in some GCMs. In this section, we assess local snowfall changes associated with these very 

different global climate trajectories in the mid-century and end-of-century periods for both 

emissions scenarios. 

As a starting point for the discussion, Fig. 8a shows spatial distributions of annual 

accumulated snowfall in the baseline simulation. As expected, the spatial pattern is similar to the 

monthly distributions seen in Fig. 3. Snowfall is mainly found in mid- to high-elevation 

mountain regions within the domain. It generally follows the topography, with more snowfall at 

higher elevations. The peaks of the San Bernardino Mountains receive the most snowfall. 

  

6.1 Spatial Patterns of Snowfall Changes 
For mid-century under the RCP8.5 scenario, the projected annual accumulated snowfall averaged 

over all the 18 statistically downscaled regional patterns (ensemble-mean), is shown in Fig. 8b. 

Compared with Fig. 8a, snowfall is reduced about 40% everywhere within the mountain areas 

(see also Table 3, which provides spatial averages of the data presented in Fig. 8). Areas of 

particularly noticeable loss include the northern hills of the San Gabriel Mountains and the areas 

between the San Gabriel and Tehachapi Mountains. (Enlarged images depicting baseline, mid-

century, and end-of-century snowfall under both emissions scenarios in four different sub-

domains [the San Emigdio/Tehachapi, San Gabriel, San Bernardino and San Jacinto Mountains] 

can be found in Appendix II.) Fig. 8c shows the ensemble-mean snowfall distribution under the 

RCP2.6 scenario at mid-century. The spatial pattern is similar to that of RCP8.5. But the 

snowfall loss is generally about 30%, less than in RCP8.5. This difference is roughly consistent 

with the warming difference found between the two scenarios. (See Part I of our project.) 

Figs. 8d and 8e present projected snowfall at end-of-century for both emissions scenarios. 

For the RCP8.5 scenario (Fig. 8d), there is a large continued reduction in both the quantity of 

snowfall and the area receiving snowfall by the end-of-century. On average, only about one-third 

of the snowfall occurring in the baseline is also seen at century's end. The area receiving snow in 
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the San Gabriel Mountains is only about half of the area seen in the baseline simulation. For the 

San Emigdio and Tehachapi Mountains, similar shrinking of areas receiving snow is also 

evident. In contrast to the RCP 8.5 scenario, snowfall at the end-of-century under the RCP2.6 

scenario (Fig. 8e) is very similar to that at mid-century (Fig. 8c), with an average reduction of 

just over 30% compared to baseline. Thus further snowfall reduction beyond what occurs by 

mid-century would be mostly prevented under the mitigation scenario. These results are 

consistent with the comparison of global warming outcomes between the two periods.  

 

6.2 Sensitivity to Elevation 
In Fig. 8, snowfall reductions seem to be more visible at lower elevations. This makes physical 

sense, since lower elevations start out warmer in the baseline climate, and air temperatures 

during precipitation events are more likely to breach the freezing point of water as the climate 

warms. Hence a snow event is more likely to be converted to a rain event at lower elevations. We 

quantify the snowfall changes as a function of elevation in Fig. 9. This figure shows the future 

remaining snowfall, calculated as the percentage of the baseline snowfall for three elevations 

roughly spanning the elevation range affected by snow in the region, 4000, 6000, and 8000 feet. 

By presenting projections across all GCMs, this figure also gives a sense of the variety of 

regional snowfall outcomes implicit in the GCM ensemble. 

Fig. 9a displays the remaining snowfall in the mid-century under the RCP8.5 scenario for 

each GCM uniformly at all elevations. The horizontal lines show the ensemble-mean across all 

the GCMs corresponding to the three elevations. The lowest elevation has the least remaining 

snowfall, retaining on average only 45% of baseline. The mid- and high-elevation regions are 

indeed somewhat less sensitive to warming, retaining about 60% of baseline snowfall. It is also 

evident that each GCM exhibits distinct responses of snowfall to warming. For low-elevation 

regions, mid-century snowfall is less than 30% of baseline snowfall in the GCM showing the 

most change, whereas in the GCM showing the least change, mid-century snowfall is nearly 70% 

of baseline. Fig. 9b shows projections for the RCP2.6 scenario in mid-century. More snowfall 

remains than in the RCP8.5 scenario (Fig. 9a) at all elevations, consistent with in Fig. 8. 

Also consistent with Fig. 8, the end-of-century projections (Figs. 9c and 9d) show a great 

deal of contrast between the two scenarios. In the RCP8.5 scenario a dramatic snowfall reduction 

occurs compared with the baseline. The ensemble-mean end-of-century snowfall projection is 

less than 20% of baseline at low elevations, about 30% for moderate elevations, and less than 
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40% for high elevations. Thus, even at the highest elevations, the majority of snowfall is lost. In 

contrast to RCP8.5, the RCP2.6 scenario sees a negligible snowfall change at end-of-century 

compared with mid-century, also consistent with Fig. 8. The ensemble-mean results for the three 

sampled elevations are summarized in Table 4.  

To provide a comprehensive view of the snowfall change and its dependence on 

elevation, and the uncertainties associated with our analysis, we show the remaining annual 

accumulated snowfall binned by elevation in Fig. 10, with a bin size of 250 feet. The mid-

century and end-of-century projections for the two emissions scenarios are presented. The exact 

estimates of the uncertainty range are depicted as ± 1 standard deviation of the variability across 

all GCM projections, meaning there is a 68% probability the change in snowfall will lie in that 

range. In general, this figure tells a very similar story about snowpack loss and dependence on 

emissions scenario as Figs. 8 and 9. Fig. 10 does clarify that for all four cases, the percentage of 

snowfall loss decreases monotonically as elevation increases and roughly remains relatively 

constant above 7500 feet. 

The uncertainty range, roughly 15–30 percentage points, generally decreases significantly 

as elevation increases (e.g., Figs. 10a, b, and d) because of the smaller sensitivity of snowfall to 

temperature variations when they occur further below the freezing point of water, as discussed 

above. There is one exception, where the uncertainty range is narrower at low elevations in the 

RCP8.5 end-of-century case. This arises from the fact that low-elevation areas receiving snow 

have essentially dwindled to zero at this time in the most sensitive models. In these instances, it 

does not matter how much warming occurs because the snow has disappeared. 

The greater percentage snowfall loss at lower elevations in all future climate states 

probably accounts for the variation in snowfall loss across the region's mountain complexes (see 

Table 3). For example, for both time slices and both scenarios, the San Jacinto and San 

Bernardino mountains have somewhat less snowfall loss than the San Gabriel Mountains and 

especially the San Emigdio/Tehachapi complex. These higher elevation mountain ranges seem to 

be relatively insulated from snowpack loss throughout the 21st century. On the other hand, the 

comparatively low-lying San Emigdio/Techachapi complex appears to be somewhat more 

vulnerable to loss of snowfall.  
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7 Summary and Discussion 
In this study, we used a combination of dynamical and statistical downscaling techniques to 

produce 2-km-resolution projections of future snowfall in the Los Angeles region in the middle 

and at the end of the 21st century. We generated these projections for two distinct greenhouse gas 

emissions scenarios: the RCP 8.5 scenario, representing "business as usual" emissions, and the 

RCP 2.6 scenario, representing a "mitigation" situation in which greenhouse gas emissions are 

aggressively reduced in the coming decades. 

We first used the WRF regional climate model to simulate snowfall during a baseline 

period (1981–2000). We validated this baseline simulation against observational data from four 

representative points in the region. We then dynamically downscaled 5 GCMs to simulate 

snowfall in the Los Angeles region at the mid-century period (2041–2060) under the RCP8.5 

scenario. We built a statistical model based on relationships between snowfall and temperature 

seen in the baseline simulation. To validate this statistical model, we compared its snowfall 

projections for mid-century under the RCP8.5 scenario with those of the 5 dynamically 

downscaled GCMs. We found that the statistical model's results closely tracked those of the 5 

sample GCMs. We then used it to downscale: (1) the remaining GCMs to produce projections for 

the mid-century period, (2) all GCMs for an end-of-century (2081–2100) period under the RCP 

8.5 scenario, and (3) all GCMs for mid-century and end-of-century periods under the RCP2.6 

scenario. 

Analyzing these data, we found that by mid-century, the mountainous areas in the Los 

Angeles region are likely to receive substantially less snowfall than in the baseline period. In 

RCP8.5, about 60% of the snowfall is likely to persist on average, while in RCP2.6, the amount 

remaining is somewhat higher (70%). After mid-century, however, the two scenarios diverge 

significantly. By end-of-century in the RCP8.5 scenario, snowfall sees a dramatic further 

reduction from mid-century levels, with only about a third of the baseline snowfall remaining. 

For RCP2.6, on the other hand, snowfall sees only a negligible further reduction from mid-

century. Based on the spread in the statistically downscaled results, these figures are all 

associated with uncertainty, in the range of 15–30 percentage points. For both scenarios and both 

time slices, the snowfall loss is consistently greatest at low elevations, and the lower-lying 

mountain ranges are somewhat more vulnerable to snowfall loss. 

The effect of snowfall loss on streamflow from mountain snow will be magnified by 

warming-accelerated melting of the already reduced snowpack. A comprehensive assessment of 

the snowmelt dimension of climate change in the Los Angeles region is beyond the scope of this 
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study. However, it is possible to make meaningful inferences based on simulated snow cover 

from the five dynamically downscaled GCMs of mid-century climate under RCP8.5. In these 

five simulations, seasonal snow cover disappears from the landscape on average 16 days earlier 

in the spring, almost exclusively due to enhanced snowmelt. (Individual results for the five 

simulations are as follows: CCSM4, 7 days earlier; CNRM-CM5, 10 days; MPI-ESM-LR, 16 

days; GFDL-CM3, 21 days; MIROC-ESM-CHEM, 24 days.) If we had snow cover data for 

RCP2.6 mid-century, it probably would show a comparable acceleration of snowmelt. Thus the 

mid-century loss of snowpack would be significantly greater than the 30–40% likely loss due to 

snowfall reduction, especially in springtime. 

Given that the warming and snowfall loss under RCP8.5 by end-of-century are roughly 

double the corresponding values for mid-century, the disappearance of snow cover from the 

landscape under RCP8.5 at end-of-century would probably be accelerated by about one month. 

This back-of-the-envelope calculation is comparable to observed shift in California snowmelt 

timing in response to warming (Kapnick and Hall 2010). Since RCP8.5 end-of-century snowfall 

is only a third of the baseline, and because this remaining snow would melt so much sooner, we 

conclude that under a business-as-usual emissions scenario, it is likely that toward century’s end, 

snowpack would be found only at the very highest elevations during the coldest months. 

Our downscaling and associated analysis reveal how the stark contrast between the global 

warming outcomes of the two emissions scenarios by century’s end corresponds to a dramatic 

difference in snowfall and snowpack outcomes in the mountains of the Los Angeles region. 

From our projections, it is clear that roughly a third of snowfall, and a somewhat greater amount 

of snowpack, are likely to be lost by mid-century, no matter how aggressively greenhouse gas 

emissions are reduced. By end-of-century, however, the choice of emissions scenario does make 

a difference. Our results suggest that the likely 60–70% snowfall loss at the end-of-century, and 

the corresponding near-disappearance of the snowpack, can be substantially mitigated by 

aggressively reducing greenhouse gas emissions. 
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Figures 
 

 

Fig. 1: (a) Total radiative forcing (anthropogenic plus natural) and (b) Carbon dioxide (CO2) equivalent 
concentrations for approximately the past century and four Representative Concentration Pathways: 
RCP8.5, RCP6, RCP4.5 and RCP2.6 (also called RCP3-PD); (c) Global-mean surface air temperature 
departures from 1981–2000 mean as simulated in all CMIP5 GCMs used in this study for the historical 
forcing (black), and RCP8.5 (red) and RCP2.6 (blue). Gray shaded regions denote the baseline (1981–
2000), mid-century (2041–2060), and end-of-century (2081–2100) periods used in this study. 
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Fig. 2:  Topography of the innermost domain, shown in color at the domain’s 2-km resolution. The border 
of Los Angeles County is also shown. Red dots represent point measurement sites, whose observations 
are used to validate the dynamically downscaled baseline climate simulation. Prominent mountain ranges 
within the model domain are also shown. 
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Fig. 3: Simulated baseline (1981–2000) monthly snowfall (unit: inches/month) climatology for wet 
months. Topography contour lines at 3000 and 6000 feet are highlighted. Note that the model provides 
snowfall in terms of liquid water equivalent. To generate these snowfall values in terms of snow depth, 
we used a constant snow density value provided by Baxter et al. (2005). See Section 4.2 for details. 
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Fig. 4: Scatter plots between observed snowfall and simulated snowfall  (converted from snow liquid 
water equivalent to inches) at four sites: Tehachapi, Idyllwild, Lake Arrowhead, and Big Bear Lake. Left 
panel: baseline period (1981–2000) monthly snowfall climatology; Right panel: annual accumulated 
snowfall.
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Fig. 5: Scatter plots between monthly accumulated snowfall (unit: inches) at locations between 5750 and 
6000 feet and the average surface air temperature of the coldest day of the month. Only the six wet 
months of the year are shown. Each circle represents one year of the baseline period (1981–2000). This 
figure illustrates how the snowfall statistical model can be developed based on minimum temperature 
inputs. The Greek letter λ denotes the slope of the regression line dS / dTmin. 
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Fig. 6: Seasonal cycles of snowfall (unit: inches) for three elevations (unit: feet). Shown are data from the 
dynamically downscaled results for the baseline (1981–2000) period (black); the mid-century (2041–
2060) dynamically downscaled projections of CCSM4 under RCP 8.5 (red); and the corresponding mid-
century statistically downscaled projections (blue). 
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Fig. 7: Annual accumulated snowfall (unit: inches) for five WRF-GCM simulations binned by elevation 
(unit: feet). Shown are the dynamically downscaled baseline simulation (black); the dynamically 
downscaled mid-century projections under RCP 8.5 (red); and the corresponding statistically downscaled 
mid-century projections (blue).  
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Fig. 8: Annual accumulated snowfall (unit: inches) for (a) the baseline simulation and projections for (b) 
mid-century period (2041–2060) under RCP8.5; (c) mid-century period under RCP2.6; (d) end-of-century 
period (2081–2100) under RCP8.5; and (e) end-of-century period under RCP2.6. Only areas with annual 
accumulated snowfall of more than 5 inches are colored. The borders of Los Angeles County are shown, 
and boxes highlight individual mountain areas. From left to right, these areas are the San 
Emigdio/Tehachapi Mountains, the San Gabriel Mountains, the San Bernardino Mountains (upper right), 
and the San Jacinto Mountains (lower right). For larger images of each area, see Appendix II. 
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Fig. 9: Remaining annual accumulated snowfall (expressed as percentage of future snowfall to baseline 
snowfall) for each GCM at three elevations (4000, 6000, and 8000 feet, representing low, moderate, and 
high elevations). Horizontal lines denote the corresponding ensemble-mean across all GCMs. Upper left 
panel: mid-century period (2041–2060) under RCP8.5; Upper right panel: mid-century period under 
RCP2.6; Bottom left panel: end-of-century period (2081–2100) under RCP8.5; Bottom right panel: end-
of-century period under RCP2.6. 
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Fig. 10: Remaining annual accumulated snowfall (expressed as a percentage of future snowfall to baseline 
snowfall) binned by elevation. Shown are ensemble-mean values (cross) with ± 1 standard deviation of 
the variability across all GCMs (bar), along with maximum (red circle) and minimum (blue circle) values. 
Upper left panel: mid-century period (2040–2060) under RCP8.5; Upper right panel: mid-century period 
under RCP2.6; Bottom left panel: end-of-century period (2081–2100) under RCP8.5; Bottom right panel: 
end-of-century period under RCP2.6. Considering the small number of model grid cells above very high 
elevations (e.g., 8500 feet), we assume that sample size is too small to give statistically significant results. 
Thus, we present only results below 8500 feet. 
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Tables 
 
Table 1: Name and identifying information (country, institution, and resolution) of the CMIP5 GCMs used for 
climate downscaling. All GCMs are statistically downscaled, whereas only CCSM4, GFDL-CM3, CNRM-
CM5, MIROC-ESM-CHEM, and MPI-ESM-LR are dynamically downscaled. The availability of the RCP2.6 
and RCP8.5 emissions scenarios is also indicated. Note: 1° is approximately 100 km. 
 

MODEL COUNTRY INSTITUTE RESOLUTION RCP2.6 RCP8.5 
BCC-CSM China Beijing Climate Center, 

China Meteorological 
Administration 

2.8° x 2.8° 
   

CCSM4 USA National Center for 
Atmospheric Research 

1.25° x .9° 
  

Can-ESM2 Canada Canadian Centre for 
Climate Modelling and 
Analysis 

2.8° x 2.8° 
   

CNRM-CM5 France Centre National de 
Recherches 
Meteorologiques 

1.4° x 1.4° 
  

CSIRO-Mk3.6 Australia Commonwealth Scientific 
and Industrial Research 
Organization 

1.9° x 1.9° 
  

FGOALS-S2 China LASG, Institute of 
Atmospheric Physics, 
Chinese Academy of 
Sciences 

2.8° x 1.7° 
 

  

GFDL-CM3 USA NOAA Geophysical Fluid 
Dynamics Laboratory 

2.5° x 2.0° 
  

GFDL-ESM2M USA NOAA Geophysical Fluid 
Dynamics Laboratory 

2.5° x 2.0° 
  

GFDL ESM2G USA NOAA Geophysical Fluid 
Dynamics Laboratory 

2.5° x 2.0° 
  

GISS-E2-R USA NASA Goddard Institute 
for Space Studies 

2.5° x 2.0° 
   

HadGEM2-CC UK Met Office Hadley Centre 1.9° x 1.25°   
HadGEM2-ES UK Met Office Hadley Centre 1.9° x 1.25°   
INMCM4 Russia Institute for Numerical 

Mathematics 
2.0° x 1.5°   

IPSL-CM5A-LR France Institut Pierre Simon 
Laplace 

3.75° x 1.9° 
  

IPSL-CM5A-MR France Institut Pierre Simon 
Laplace 

2.5° x 1.25° 
  

MIROC-5 Japan AORI (U. Tokyo), NIES, 
JAMESTEC  

1.4° x 1.4° 
   

MIROC-ESM-
CHEM 

Japan AORI (U. Tokyo), NIES, 
JAMESTEC  

2.8° x 2.8° 
  

MIROC-ESM Japan AORI (U. Tokyo), NIES, 
JAMESTEC  

2.8° x 2.8° 
  

MPI-ESM-LR Germany Max Planck Institute for 
Meteorology 

1.9° x 1.9° 
  

MRI-CGCM3 Japan Meteorological Research 
Institute 

1.1° x 1.1° 
  

NorESM1-M Norway Norwegian Climate 
Center 

2.5° x 1.9° 
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Table 2: Summary of information associated with observational stations from National Weather Service 
(NWS) Cooperative Observer Program (COOP) used to validate the baseline simulation.  

Station 
Name 

NWS 
COOP 
ID 

Latitude Longitude Elevation 
(feet) 

Elevation in 
WRF (feet) 

Observational 
Period 

Big Bear 
Lake 

040741 34’15’’ 116’53’’ 6790 6842 1960/07-
2005/12 
 

Lake 
Arrowhead 

044671 34’15’’ 117’11’’ 5200 5312 1941/08-
2011/11 
 

Idyllwild 044211 33’45’’ 116’43’’ 5380 5346 1943/10-
2012/09 
 

Tehachapi 048826 35’08’’ 118’27’’ 4020 4025 1893/01-
1997/06 

 

Table 3: Baseline snowfall and most likely (ensemble-mean across GCMs) future snowfall averaged over 
domain and its percentage (in parentheses) to the baseline. Unit: inches/year. 

 Entire domain San Emigdio/ 
Tehachapi 

San Gabriel San 
Bernardino 

San Jacinto 

Baseline 42.8 
 

39.9 49.7 65.4 68.4 

RCP8.5 Mid-
century 

24.7 (58%) 22.3 (56%) 29.4 (59%) 40.5 (62%) 41.2 (61%) 

RCP8.5 End-of-
century 

14.3 (33%) 12.5 (31%) 17.2 (35%) 25.3 (39%) 25.8 (38%) 

RCP2.6 Mid-
century 

29.7 (69%) 27.1 (68%) 35.1 (71%) 47.7 (73%) 49.3 (72%) 

RCP2.6 End-of-
century 

28.6 (67%) 26.1 (65%) 33.9 (68%) 46.3 (71%) 47.8 (70%) 

 

 

Table 4:  Most likely (ensemble-mean across GCMs) ratio of future snowfall to baseline snowfall. 
Baseline: 1981–2000; Mid-Century: 2041–2060; End-of-Century: 2081–2100.   

 RCP8.5 
(Mid-Cen) 

RCP8.5 
(End-Cen) 

RCP2.6 
(Mid-Cen) 

RCP2.6 
(End-Cen) 

4000 feet (low) 45% 20% 58% 55% 
6000 feet (mid) 56% 30% 68% 66% 
8000 feet (high) 62% 39% 73% 71% 
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Appendix I: Inclusion of Precipitation as a Predictor  
in the Statistical Model 
In the main part of this study, we presented a statistical model of snowfall based on the 

sensitivity of snowfall to minimum temperature. We then used the future regional temperature 

changes associated with the two scenarios and time slices to project future snowfall changes. 

However, precipitation may also change in the future, and future snowfall may also be affected 

by this change. For example, Fig. A1 shows the annual accumulated precipitation changes in the 

five dynamically-downscaled simulations. Clearly there is a variety of responses, and in some 

cases the changes are not small in magnitude. 

 To test whether these precipitation changes are competitive with warming in their impact 

on snowfall, we built another statistical model that includes precipitation as a predictor. This 

model is identical to our temperature-only model, except there is another term corresponding to 

the sensitivity of snowfall to precipitation: 

! =   
!"

!"!"#
  !!"# +

!"
!" ! + ! 

Here P is monthly-mean precipitation, and dS ⁄ dP is the sensitivity of monthly-mean snowfall to 

monthly-mean precipitation. Similar to the temperature-only model, we perform multiple linear 

regression on data from the baseline simulation to calculate dS / dTmin and dS ⁄ dP. 

 In exact analogy with the temperature-only statistical model, we then generate future 

snowfall projections using future changes in temperature and precipitation as predictors: 

∆! =   
!"

!"!"#
  ∆!!"# +

!"
!"   ∆! 

 Next we compare statistical predictions of future snowfall change given by the 

temperature-only model presented in the main text and the temperature/precipitation model 

described in this Appendix against those of the dynamical downscaling experiments. In analogy 

to the main text, we first present the performance of the statistical models in recovering the 

future change in the full seasonal cycle of snowfall for a single downscaled GCM: CCSM4. Then 

we present results for the other dynamically downscaled GCMs, but to be concise, we do so for 

annual accumulated snowfall only. 

Fig. A2 is a companion figure to Fig 6, and shows the two statistically downscaled mid-

21st century seasonal cycles of snowfall under the RCP8.5 scenario and the corresponding 

dynamically downscaled results for CCSM4. It is clear that seasonal cycle of the 

temperature/precipitation statistical model tracks that of the temperature-only regression model 
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fairly closely, within a few percent in most cases. The snowfall reduction from baseline is also 

well-captured by the temperature-only model. This is a strong confirmation that the temperature 

is the dominant predictor for snowfall in the CCSM4 downscaling. Fig. A3 is a companion figure 

to Fig. 7, and shows a comparison of statistically and dynamically downscaled results for annual 

accumulation, now for all five dynamically downscaled models. As in Fig. A2, the 

temperature/precipitation statistical model generally tracks the temperature-only model to within 

a few percent. The annual snowfall loss implied by the two statistical models is also nearly 

identical. 

These results are strong confirmation that minimum temperature is the dominant 

predictor for snowfall in all dynamical downscaling experiments. This analysis provides 

additional confidence that the temperature-only statistical model used in the main text provides 

snowfall projections that are very close to those that would result if dynamical downscaling were 

undertaken. 
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Fig. A1: Annual accumulated precipitation changes (unit: inches) at mid-century under RCP 8.5 in the 
dynamically downscaled simulations for (a) CCSM4, (b) GFDL-CM3, (c) CNRM-CM5, (d) MIROC-
ESM-CHEM and (e) MPI-ESM-LR. 
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Fig. A2: Seasonal cycles of snowfall (unit: inches) for three elevations (unit: feet). Shown are data for the 
dynamically downscaled results for the baseline (1981–2000) period (black); the mid-century (2041–
2060) dynamically downscaled projection of CCSM4 under RCP 8.5 (red); the corresponding mid-
century statistically downscaled projection using temperature as the sole predictor (blue); and the 
corresponding mid-century statistically downscaled projection using both temperature and precipitation as 
predictors (green). 
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Fig. A3: Annual accumulated snowfall (unit: inches) for five WRF-GCM simulations binned by elevation 
(unit: feet). Shown are the dynamically downscaled baseline simulation (black); the dynamically 
downscaled mid-century projections under RCP8.5 (red); the corresponding statistically downscaled mid-
century projection using temperature as the sole predictor (blue); and the corresponding statistically 
downscaled mid-century projection using both temperature and precipitation as predictors (green). 
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Appendix II: Spatial Patterns of Snowfall Changes 
in Mountain Areas 
Here we provide, for the different mountain areas of the Los Angeles region, enlarged images of 

the spatial distribution of annual accumulated snowfall simulated for our baseline (1981–2000) 

period and projected for the mid-century (2041–2060) and end-of-century (2081–2100) periods 

under the two greenhouse gas emissions scenarios. For the future time slices, snowfall values 

depicted are the ensemble-mean, i.e., an average over all the GCMs downscaled in this study 

representing the most likely projected annual accumulated snowfall. Note that the data presented 

here are identical to the data depicted in Fig. 8. 
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Fig. A4: Annual accumulated snowfall (unit: inches) in the San Emigdio and Tehachapi Mountains for (a) 
the baseline (1981–2000) simulation and projections for (b) mid-century period (2041–2060) under 
RCP8.5; (c) mid-century period under RCP2.6; (d) end-of-century period (2081–2100) under RCP8.5; 
and (e) end-of-century period under RCP2.6. 
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Fig. A5: Annual accumulated snowfall (unit: inches) in the San Gabriel Mountains for (a) the baseline 
(1981–2000) simulation and projections for (b) mid-century period (2041–2060) under RCP8.5; (c) mid-
century period under RCP2.6; (d) end-of-century period (2081–2100) under RCP8.5; and (e) end-of-
century period under RCP2.6. 
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Fig. A6: Annual accumulated snowfall (unit: inches) in the San Bernardino Mountains for (a) the baseline 
(1981–2000) simulation and projections for (b) mid-century period (2041–2060) under RCP8.5; (c) mid-
century period under RCP2.6; (d) end-of-century period (2081–2100) under RCP8.5; and (e) end-of-
century period under RCP2.6. 
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Fig. A7: Annual accumulated snowfall (unit: inches) in the San Jacinto Mountains for (a) the baseline 
(1981–2000) simulation and projections for (b) mid-century period (2041–2060) under RCP8.5; (c) mid-
century period under RCP2.6; (d) end-of-century period (2081–2100) under RCP8.5; and (e) end-of-
century period under RCP2.6. The straight line at the lower right corner of each panel marks the boundary 
of our 2-km model domain.
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